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Abstract

AR, SUARHH B R S MO T KB
W E BRI EL. AT, RS
RS TEER KN R RSN, FRHlE
TEHTE SCEE, AR 5 S 1Y
Z5E, RO T MR RmEggig s
BB R P RO, BT
R R S, AR T — D
BRI ] SCEEAE N [ ) A AL IR
34 (4N LinkedIn, Facebook £5) | DA
ARG AR E . RATF R T —FhH
)3T [ s TR O A AT 54, 4
T — A DiscoSum |, HUR IR R
AR PAZEAL BN 7 XA T, A58
TR T AR B A (7] 7 JRURS R 5 1) BSR4 7
Befbo NEFIEBIITATES RIS R, AT
1) 7 A A R AR S S FE AW 2 S5 M 75 5K
J7 T A U

1 54

AR, SORTHEHUS T R, XEaT
EaRAUE SRR, EATRENS AL BRI H I A
FEE BN WK SCRYAE S (Li and Chaturvedi,
2024; Peper et al., 2024; Zhang et al., 2024) ., 9&
M, RUSHES Tt s, HaiiisrEp
D ESCAH R W) — AN FAR T T ESSH
(Cohan et al., 2018) .

BACH AL, a0 ARy, Hokikz
M 2 R (QnET IR AR, RSB R
R A STWAR) KRR, AR
FRA A =2 AR I N 24520 (Kalsnes and
Larsson, 2018; Ngoc, 2022) . fill, 1§ (4%
B SXAERIHLAL PT RE 2 HVEE & LE %
WA, il AT 5 A2 FIAESE s FE Instagram
RARI . e BB AARER) B PARATE
LinkedIn SR 404 S 003 b A, BHIE
i S, PAIE Bl AR o R — T
5] 2 Ak R 22 P RS AT B2, [R] B PR A LA O
RURFIE S, T ERE B S5 M 754 740 B0 4
(Shen et al., 2017; Hu et al., 2017) .
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Q‘«h&\ﬂuﬂurk Cimes “One small step for man, one giant
leap for mankind!” ¥ L L We

MEN WALK ON
MOON: Armstrong and
Aldrin First to Set Foot

on Lunar Surface, /
Marking Giant Leap for
Mankind

In a milestone for

humankind, astronauts [
Neil Armstrong and Buzz

Aldrin touched down on

the lunar surface \
yesterday as part of

NASA’s Apollo 11

mission. Armstrong’s first
words upon setting foot
aerospace sector.

\ on the Moon... / \ec & /

Figure 1: (AIZYINHRY FEZA-F- 5 EXPTE D 115
AP R R XA TR T AR R
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can't get over this epic moment in
human history: Apollo 11 astronauts
walked on the Moon! &

#Moon #Apollo #HumanHistory

\. 678 Q160 YV ore [
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On July 20, 1969, NASA's Apollo 11

mission successfully landed the first
humans on the Moon. The mission’s
success will continue to inspire new
research, commercial partnerships,

and career opportunities in the

JUAE B Bl 4 2 48R H 2 35 (See
et al.,, 2017; Zhang et al., 2020; Beltagy et al.,
2020; He et al., 2020; Zhao et al., 2022b) , Fi
HHIBIRE T FEC R AN T —FK . T
AR BEZERE , FRATTPE N T — IO B
LEM T AT S5, AT S5 SR VR R T A (4%
LT B B S I M 2 A S A T T
P,

TG, FMINE T DiscoSum: — M IEEH
2R 4  DiscoSum 2 5 KR Z AL
&R G- e s, HERE
10 NEZH 23 AN AT SR R 20,000 f57
[H] CE, 353k B Facebook ., Instagram, Twitter
FUHT I fi 45X 4 AN [ 5 1T 100,000 f
N TSGR RET . Tk, AR
TR ER S, TR R
ERHE TR, EE T HIRERS . &
5, BATRER T — PP i ih K Sh g
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PSR REEESA) T FATEE I L=
FIGEHFERR AT TN T R B AE A SRS S
TR R . BATH N TR E SPPAbiE
ST BATH I IA RO 1 B 1RSI
THRESMEOR . Bz, AT T AT 5Tk

LOSBHALS5 + FRATTRFAE A IR 25 | AHT ) 4
I

2. FERAE RATBIA T — A KB IE
BHEE, Hrp Ay 2 i scE, Sl
10 J3 fe AN 6] 1) N4 5 1) B 457 Facebook
Twitter, Instagram F1§r 8] faj 4 H B —XF
ZIECA . FRATTIA T —Fhi T 4544
GBI IE A

3. BHEMIASE R FRNRaR T H R
i, UERH T NLP 2 GEAE 2ot 4544 AT
V97 207 T ) AT A T RE A T

2 HDEILAR

News Summarization. 3 [H 55— H & H R
TEE A TRAF ST A E A (Barzilay and McKeown,
2005; Hong et al., 2014; Paulus et al., 2017; Goyal
etal., 2022) . LG8 HY 7 R 5O TR R
Feanikse “F” AFRECHER <5187
(Fabbri et al., 2019; Wang et al., 2020) , {HixiTr
P25 AR AR R ) 25 (A5 40 L T R BN
535 E & (Li and Chaturvedi, 2024; Peper et al.,
2024; Zhang et al., 2024) , KEFHRE, U5
IR SRR IR L, 2D TR
PERERY AR, da R L2 R A B A R MR
YIZEFEAS (Grusky et al., 2020; Chen et al., 2016)
o SR, V523X B8 YA A WA HOOT ] SO
INTESS I HEA T, S EOHRZE BN, 2
Al REA Mg T R B 45 4H A% (Grenander et al.,
2019; Zhao et al., 2022b) .

Controllable Generation and Test-Time Align-

ment. W] 525 B A R —FE BRI 5 ¥,
DA PR H 1 A e RUA A K R Bk
(Yang et al., 2019; Yang and Klein, 2021; Zhao
et al., 2022a) . A5 AE B AT A — A S 3 S,
SR 55,  RIUBIAUFE AR I 45 5 29 R B
U, DASEAFHOAT A H P BT S5 R i HE I . 45
i AR BRI [B] 1] 45 48 BRTE D | L8 S
] T 5 J@ M AR S 7 TR 2R T R 5t (Meng et al,
2022; Huang et al., 2023; Liu et al., 2024) . SXTf,
XL VEEAE M E TR E2 RN 2R ——
ek XS —— AT RE R BE % FEOR ] SCE R 2 0
A RHIE o

Discourse-Aware Language Modeling. 5 >k
Z (W GE R PR TG TR A A R B, B A

SRR R SRR B BRIE, PARGEESC
A A 45 (Zhai et al., 2003; Tian et al., 2024;
Spangher et al., 2024c, 2025) . HA&THIEZ RN
TrEA IR TEITER (Spangher et al., 2022a) Bl
545 Fd (Spangher et al., 2022b) S5 HE R fif AT Al
P SO A SO AR W S5 A . B R —2E %%
JIHERRE S AT: 55 H AN A ABTE 1 € BTE 1B R AT
(Wang and Cardie, 2013; Wang and Ling, 2016) ,
BB AR BT 1 S v g B TS AL T 3 B Bt
Ik 8y A 5 R SCAS Y H AR N,
7~ 2B BCBE R A5 0 SR I S TN I 4 B i i
g/ T S S T A2 AR IR Z A 22
B

FATH TAE 5 Z R AE HoAth i3k v 2238 1) 45
¥4k 3 34 i AR . STRONG HEZE (Zhong and
Litman, 2023) F| FI 4544 R RITEFE SR, DA
EFEGE R FEMR LT, A & 38 il A2 Bl
AR AR, RTXER 2R TAE (Chen
and Yang, 2023) i FJ 5542 il 1 SE AR o ZH A6
AT AT, ABOE T R e R v AR & R4
o SERAVW BRI R KT IooiFie 2
[IRFSE (Shen et al., 2022) , RGBT F 1T
FIVEFIF-BhARICH . — X — S RS mes i
SCE. AT TAESIA T LHR T LARiC 2544
LT, IR —X 2 L

EARTT R, AR TR Z (§2.1)
AT 55 FER A AR . AN T RATHRH
RS, BRI R (22).

2.1 fESKRE

W D FoR A6 F SR, BRI AR 240 Bk
s, FRATE UM R SRR T 51 R
T = (t1,t2,...,tn) , HAEGA t; RF—DB
WARZE (Bilgn, “ By s N EkoT
K &), i -th AR BN L X b % . H
e M2 S = (s1,82,...,5m) , HH
A s #2 5 D MR HIET A+ . Note: £
I EAE S5, RAMBRRH P iideft it H
FRARZETH T o XT3 i A T i FE S5 A
TAERF AR T
TAVEH—D0LKwE C() , ZREAES
E AT OL T I HE B . & L =
(I, la, ... L) i C(si) X S AT 54
T AR 2 P 5. FRATESKR L #ify 5 T
K55, PAEXTREANOCE W L =t o R
HEWEERER m =n, 50 ETE
B n A, (HEE R R AS R AT BE AV FE IR
%, [FEEHSARIERZ O B S H bR AR ZIC R
TATTF R KRB LB, 25
P A A 45 B 1] SCFE M AR [t A 1A -5
B AR LR ie RS2 AN EE . R4
M 10 AARFEEZR (FE. $E. Q. 3K
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Category Count
# of Outlets 23
# of News Articles 20,811
# of Facebook Posts 18,275
# of Instagram Posts 66,030
# of Twitter Posts 8,977
# of Newsletters 10,506

Table 1: AN[F] AT AL

Types Counts
Overall 45,195
News Article Tweet 12,516
News Article Facebook Post 15,645
News Article Instagram Post 7,738
News Article Newsletter Post 9,296

Table 2: i[5 SCE 2 2 B W ge it Eds, BoRmh+
AL [ HEL

L PEEAE) MR T 23 A R E SR B
BBLA A [R5 45 KU i) 22 R[]
TR AR o

FEAZ AR TRATIAN 23 ZEpT LA il gE T
Wi4FE Y Twitter. Facebook Fil Instagram I [ 41
ARG A, AT E T2 AR5
FRER, AT RAVE 3l B A 3 5 BL A 05 0 T 9 20
AHEE . FRATRERNE TR 78 HTML, 44
FEREANG 1) SCA DA B AR AT 55 42 URL, i
It FRAIET 8,977 4 Twitter i, 18,275
/™ Facebook Ii51-, #1 66,030 /> Instagram i} -
(EZIEE I Tab. 2 ) o B T PG5 PR 22
FAT 2 g Lol 1, PREAIRLEAL P 50
A EZFARIG o XTI TR BRI K
2730 %,

IR A2 7 i S e TR AT 1 B PR A A 1Y
T AR R IR, 2 T R e
WET 1) BT A S A R A 1] i 7 2 AR P Y
FRATIHE 78 7 e Wi S g 0 TR A2 5 i ) 5 K
HTML, 4L T 2 4%kt , 3kt 20,000
R (3 W24 Tab. 1),

W MA R R S EE V2 8 S,
FATHE T2 B ORI A 55 . Bt 3K
IR ERRT R BRI SCA, AR SCA 3
Kb 7 BE R R BT [ SCEE . X9 M A B S
A5y R], RENAE TR T RERR BRI SCA A
BokAd &8sz, ik, TATR T LLMs? |, Jf
T e mimpo TAER/R T LLM 7E 3044
1155 A %04 (Nayak; Zhao et al., 2024; Fan
et al., 2024; Jiang et al., 2023) . Ff1EHE T —
PR RECE, 85— LLM Z&: (1) H50r

*Axios “ZEL; AR AR IASHLR 4
H fi41”’; The Skimm ‘& H #£%2°; The Daily Beast ‘/Nb”;
Semafor 7[5 {842 "; CNN W] i

St D4 EIRIIEER .

B N R, (2) $EEUAEERE 0 R BBl S
AT, (3) HeBRtAtbnzs, PAK (4) ##
R IR0 SO HERf M . IR e M R 22 304
B, AV T — MR, SRS
TELZMNER TS LLM B &5 3732 SOk
&, A2 A N T A, A
TAAUESE T LLM fE X WAE S5 e Jy, 3
Ay FI BT EAE IR R —2H 100 ARy
BT 95 % WIHERAEE . ROt FRATAMIL
R R AR T 10,506 42

B SCEE AR A FRATT AN DA b4 38 1) o A 4 A 1
PRy~ 37 1) 7 i o e S BT 1 SC & URL
4. H¥% Spangher et al. (2024a) 515, oA
M. Wayback Machine HIUHCRg: 47 5 [ SC 2 1Y
HTML. A — DM REGESHA (GPT-4)
K HTML, DAREUCERE BT SCEE (341
KIBAWE * BAEH) o HATHIRR S
P AR e b AR I B (B SRR
JUERTTARNE), TALER EE SCEENZ

A7 P S A L VT BT VR 2 A S R G 1
FATAEMS T 7 A —~ URL "] DALEFRATT HHf DT
Bie s SR, X T AL 1WA T (15140, Instagram
RAFFEN T URL) . i T KRB BE
ZHEERE , BT R AR SR A B SR
AT A A S AR 3 B I 5 AT A7 0T PR
M, FATRA PR HEF AT A R
ke, FefiTE 4efdi f SBERT (Reimers, 2019)
SRtk A BT ) SCEE AR 205 X T4 — T 1 5
B, FA AT AR AR k. 28
Ja, FATIEE T GPT-4 Xof 4 A e i HEA T /™ 4%
RO HEAE AR [A] T E AT/ A i ik 7] — 35
R T 2T B R AR, EETE
Spangher et al. (2024b) > HIEHIER) ik . FEF3h
Fteh, X LR HERf R L 95 %, UERH
THMZEREFRIRRENE . X FITIEA B )
FATTIRIL 1 i STy B — 7 ) 3 P ™ A 14
PR, 38 T DA B A P 2 i i i
(7] — B F

ot ALK AE BT SE B, FATT 8 Disco-
Sum FHEEE 1) 70%/20%/10% 1151 /By ik/ ]
i (14k/dk/2k SCE-HHZEN ) Ril5r. k)2
TSGR R VAT, PARG 145 2t , Pl
— i SCHE A T A A AR PR ] — ) 23
TEATTH, FATIR I 1 A 5+ R 2
W7V e, TR P 0 B A 4R
gy (1) FRATH R TE LA B B R HE S,
PAR (2) —R)iRgnmbnit s, © i
e, TR HAs A (§2.2-§23 ) . A&
*https://mewspaperdk.readthedocs.io/zh/latest/

EHRIL, KALEF BT DA T 5 vk A0 e
ORI

www.xueshuxiangzi.com



Ja, BATER PR A AT B b
P T W2 (1) BT amiairk (§24.1)
i (2) WERITIE (§24.2).

2.2 iR AR

T R RS, AR
P — A RGE R . B T TR A Ok Ak A
AT R E R 2. EoE, AV A
Pt A A, X5 2w TARE
T AT RIT SALK ) BT BT b,
T O(10) M1~ ¢ . 22%| Pham et al. (2024) 1)
ek, FATESETE K—A4 LLM IR A T A 4
BB T B R A 2 R R AR 2R
(O(100k) M™M¥) . #RJ5, A1 SBERT fix
AR (Reimers, 2019) X iX $EFRZE HEAT XA
F ] k-means XX 28 AT

It X AN AR, FRATIE AR A
POA ) T A6 . Introductory Elements
. . Event Narration . SGUfcé
IAtTibution f1! Engagement Directive . £~ 1#
AR E XGES L Tab. 4 FoA71 38 15 8555 W57
Lt E AL R I BB R ahR s,
N T RMEZL A SNE . PR EART T TERR
AN R . FERATW R
Hr, BRI SE GRS (BN, k=7, 13 5 23)
WRFATH, FRATE T NPk 7 —
DHAERES, ZIAE SR T KPR ]
—EME (k= 0.615 ) REGUEX SRR HRL
PEo B R T ZEAE Qe A4 T [ 3 1 5 W 1) 42
SE2utE ERTRERAS AR, FEAETEE BN
AATES S, A ARG E B 21
JFFTR A T RS B

2.3 WGiEbRTESS

R oR, NTISIAIGE RIS G
2.4.2), FAIHRE Spangher et al. (2021, 2022a)
M T — R ey, MTsn 1o
BB . 72548 2 7E DiscoSum 11l 254k
EUNZRR) . A TR R R, FRATIEM
BT KR S ARME T — AN 500 M)
1. IGRMPR RS TEIIEE B Sl T
90 % K HERGAS, W Fig. 3 Fran. A& K-
FIERR X T Zd R M E R B e 2, B
HESGER VR R L], B ORA B
LT IR TEIESH . P s i) S B VRE
FEME R T hREAs e e TSRS A by 5
MR, HrpREn F1 1550 st st 0.85.

Sff, Van Dijk (1988) gz T £F4 12 ffii 3c i
(R AT A A o

Algorithm 1 71750 1) H T HE R HORE R,
BHRKANH k
Require: Source text X , target label sequence
ti,...,tn , beam width k&
Ensure: Best summary S = (s1, S, . .
1: Initialize beam: B < {[]}
empty sequence
2: for i <~ 1to N do
3 B 0
4: for s € B do
5: C < LLM(s, X, k)
candidate
6 for c € C do
7: s’ + append(s, c)
8: score < C'(s,t;)
9: B« B U{(s, score)}
10: end for
11: end for
12: B + selectTopK(B', k)
13: end for
14: S < argmax( seore)c3 SCOIe
return S

) SN>
> Start with an

> Generate k

24 Ik

2.4.1 ECHaEE

FRAMTERI 5 — > SREMREA A S — AR AR
PR . FATE et R R AR F A A
NERIIATE, NG RE T AR
P e HPUE TEAR A o FEAR I IR T 2
Jei, BAVBEFATHIARES: O () AR HIVFLER
TR RRIRT . ARG, FRITREERIXLE “bn
AL (AT, FHAERGR R . &
HLYGEA, HEEW A" DAL T

A EA B EA) -, R TEARE T
THE P E L IERER . Bib R PATE VA 4RI
FRZESFH, T JC T AERR IR A BN DL RC s 57 T
L
242 WM E
HZESGIEF IR, FATEE R R
AR R, MKIFRZBE T S5 R
% %4A) 1 (Lowerre, 1976)

MNP EILR, —IRFE B
B O(fl, ERMIZEE NI R” B
BT, RERMIZEA CERTT AR
A)F, MKILZEHE) o FERES AP 3R @, LLM B
AR T (BT “R), Ra
i C(-) A7 PAl . RATESE S BIRRZE ¢ &
VERBLIABIE ] o XS 0 21 24 Fi A 38
s EATERA P IRITAL 2 AR
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PE 5 W BARA B PURC I A) 1, SX AP YA AR
AN ) TR T8 AR A1 o RN Ak
4N Alg. 1 frik.

RI 44

TEARATH, FBAVER TEEB®E (§3.1) Al
F T H bR il 18 A 25 00 45 R4 4 Ji8 2 ) DAk AE 42
(832 ) FRAINEE T B 3 BL LA 2 Ay
¥ (833). 3k, IAVBARSESSR (834
)+ NLARIFIPAL (83.5 ) PARKEAE SRR/
SRR AT (§3.6 ).

3.1 Bt
XA, FAIET B S ER R 16

PRI R FE R R . AEA) TYORBR YT,
AR H T BeamSize = 16 . FA1{#i ij PEFT

J7¥E7E DiscoSum Ik i T LLaMa-3-

8B ARAY . X FPIEIR T VATE 20 4> epoch J5 kB3
BEAR TR R . KBS EIE— 12 %
h 5e-05 )2 GPU sl gkt &, i /AA>
Nvidia 4090, FEFRATAILEH, FERAKIRAD
AR BHPLAE B — AR S 3, DA R
R P ASE . R I T R ATE R WL
FNTE RS A .

3.2 PEANERIX

N T RAC A OB R R N A ER M, FRA6E
AT

« ROUGE-L, (Lin, 2004) ROUGE-L, #H#JiX11
TR, WA RS S 2 (6]
H A A ST RS G .

¢ FactCC, (Kryscinski et al., 2020) FactCC J&—
TR &, B L84 T
S E—BrT RSO

e AlignScore, AlignScore f&—ff—2 35 hxR,
T B A R SCAS A L (] A S S0t

Sy T VR AT S 5 NG T
2 IG—ELPE, A S HiHfe S th— B
BIFH L, BN

L = Labeler(sy, $2,...,5n),8 € S

, Herp Labeler R T I TR B H Y
PNE = e Sk K A

AR =Fhg bk B L 5 B singsy
P T WEGRAESE, e R i 2 ) 1 i B
WGEY PR

« KAITFI] (LCS) . LCS fir )2 L
T AR K TR . BRr LCS

EF R TIN5 B S o DR T T bR 2
JU o

o VCRCAR4y. VERLASPPAG T L Al T 2 6%
PrERR VCEL AR . %R bR SO T AR A
BEASFRZE I ) TE A 0 RS

* Levenshtein Jf 5. (Levenshtein, 1965) X4~
FEAR TSR L %40k T B a5 10 /N R T
BB (AL MBRECR ) o BARK
Levenshtein [H 25375 5 i 11 7 S AHBUE

KT N TG m A, RT3 T A
S FI N LAPAL R P

TATEWA N TAREEG1E, FahiPlid4
P AR T IE RS . FEX AT,
FATERAREE XA 100 AT
.
3.3 Kk
J T VAR FRATT AT O AR A R, AT
H5—RIE5EM  INZumiite B bs A
AR IRLA T A TR L . X SO L
RGEAFERA TR, ST Y w5 SO X
FH AT 55 W0 B BT B ) A TR

X EEAEAL | 540 DeepSeek-V3 7 | Claude-3-5-
sonnet ® fIl GPT-40 % , FEH AR N T HB)
AT IRATH 73 5 R B AR AH He i 2 2L,
Rk SRR R FRATT PP AN ) 32 B
Open-Source LLMs. #7141 Qwen-2.5 F145
BiE 1Y) LLaMa-3-8B {3 THEAARWFFH 12
i F B 8 ) RAS 135 I . 4N IRUAS 1) LLaMa-
3-8B—— i@ i A . BT e
e B AR B T R TE T TR HESE
H AN [ ) A RIS

34 RWER

Content Accuracy Evaluation. & 3 /R £
PRS2 ) SRR RN G50 VAL . RS TEA A &
i+ ROUGE-L, FactCC 1 AlignScore fF7E K
3, TATF%E—Fr5l/g LLaMa-3-8B [1) 3
BRI AERIIHR R AR T35 1
PERE. (HAREREM 2, AT R %L
T I AlignScore (0.3890), AHLT&AH
HAFFFRAL, R T -5 5 SRS ) by 25
—Ek. XAPRIEE, PN B RPN AT
PR S B 5 U8 N FE R IR 0 S8 B H L
i, L2 ] DAESRIX AT . AT HE T DA
R ORI O, BFEJL N8R EILT
"https://api-docs.deepseek.com/news/news 1226

8https://www.anthropic.com/claude/sonnet
*https://openai.com/index/hello-gpt-4o/
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Content Accuracy Auto Struct. Human Struct.

Models R-L(%)tT FactCC1T AlignScoret MST Lev] LCST MStT Lev), LCS?T
Proprietary Models

DeepSeek-V3 47.15 0.47 0.3886 0.26 0.64 0.65 0.24 0.65 0.65

Claude 34.30 0.70 0.3882 0.25 0.68 0.64 0.20 0.49 0.75

GPT-40 29.51 0.63 0.3884 0.11 0.80 0.62 0.15 0.58 0.68

01 44.65 0.50 0.28 0.66 0.54 - - -

Open-sourced Models

Qwen-2.5 40.82 0.58 0.3888 0.24 0.66 0.65 0.15 0.52 0.64

LLaMa-3-8B 47.18 0.50 0.3496 0.21 0.77 0.36 0.24 0.49 0.65
— Finetuned 22.01 0.61 0.3495 0.14 0.77 0.45 0.18 0.55 0.72
— Edit-based 15.28 0.59 - 0.51 0.48 0.56 0.24 0.65 0.36
— Beam Search 42.98 0.64 0.3890 0.72 0.32 0.68 0.55 0.17 0.87

Table 3: FEAIFERFIEAS LI ELER . $8FR5 0 NS HER A S5 PG, PIEECE BT TAny: . T80t
$5 ROUGE-L (% ). FactCC. AlignScore (] TZsc—3PE). VLii4r%k (MS). Levenshtein Ji5S (Lev)

Fl KR A3 TREA (LCS). 1 FoRBUEbm bty | SR BEsBisr . By o i iR, il 1

RN 2R AR T ) B (ER BRI

GPT-4o, {HFEFA]f) LLaMa-3-8B 8 RA5 K
ZIGRTE NG -

EEERE, RATW AT B h A T8
PG BRI e, FERX A 7 THAR R T
TR B L RN T A % 1) B A AL B e T
LLaMa-3-8B 1 4 # 2345 {& consistently B Jj[1$2%
IR TR TR, A B S A DL
#5353 FI T /INE) Levenshtein JHES, X FhE 4544
X7 BRI ER IS T RIAEAN B A P R R 2
B P A DL e G 5 o 1B TS M 1 g
T S AE SCAS S NG AR D S 2 [B) S B R
i, AT BT T AR SR Ry T s
AT M

Performances of Edit-based and Finetuned
Methods. 35 T2 (19 5 VA TE 3G 58 AF B 22 1
S50 5 W R B RS AR AR 5O TR T A
PIRE ST, XFE AL o iy 5i 2 9 b 5.2
THUER . SRTM, SXFhEEHE ) L M A A
HERE AT A A, H ROUGE-L 4344
AR T HA VA, X—TRERIE, REET
SR I T VAR OB TR AR, (Ha] RE
2 5 2 i 5 i S SO PR I

H—J7 M, 2l iRy LLaMa-3-8B #7125
AL ST G Y P ERBIAE S NIRRT
TR REAS R ZAT S 7 5 il S A i S
520K, (W BIPERER PR, %A
R BEA PEEI B XX — BAR A BT T A 2T
55 Fr R R R R PR AN 2 0. AR
R (UCGIEA TR0 W] BEAS 2 DARLXT 5 ZERA
PERRIES R0 )T S SRS - X
P BESR IR T BA L 55 75 B A T ik

3.5 NFORHl LRI Al

WAV TSRS, B N A ER
235 ) T I R = A A R 1 Vanilla
LLaMA-3-8B. HAifl i As DA S FRATT AR I &R
T THES . AT SR WE ?? PR,
FRERIEEEN T M, KPR
BHE4% (MRR) 352 0.71, T Vanilla A0 5
45128 0.55 Fi1 0.58.,

3.6 PAK/PRYEE W
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Label Definition

Introductory Elements

Sets the stage for the summary by introducing the main topic,

themes, or key points that will be covered.

Provides additional background and setting information to help

understand the main events or topics being summarized.

Engagement Directive

Directs the reader’s attention or actions through calls to action,

questions, or direct addresses to engage them with the content.

Event Narration

Describes specific events or occurrences in a narrative form, de-

tailing what happened in a sequential or explanatory manner.

Cites the origins of the information, giving credit to sources or

clarifying the basis of the claims made in the summary.
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Source

Content

Article URL

https://www.nytimes.com/athletic/6241862/2025/03/30/yankees-bats-
aaron-leanhardt-marlins/

Meta Description

“Aaron Leanhardt was the Yankees lead analyst in 2024 before joining the

(NEWSROOM) Marlins coaching staff this offseason.”

Facebook Post “The New York Yankees’ uniquely shaped bats have caught the attention of
(DiscoSum) many and are the result of two years of research and experimentation.”
Twitter Post “From @TheAthletic: The New York Yankees’ uniquely shaped bats have
(DiscoSum) caught the attention of many and are the result of two years of research and

experimentation. Meet the former MIT physicist behind the ’torpedo’ bats.”

Instagram Post
(DiscoSum)

“The New York Yankees’ uniquely shaped bat is the result of two years of
research and experimentation with a former MIT physicist-turned-coach at
the helm. Aaron Leanhardt, the brains behind the ’torpedo bats’ making
headlines, says the idea behind his innovation was simple —redistribute
the weight of the bat to where it matters. The bats have been around for
more than just this season. Players used them in 2024. But after last week-
end’s laser show in the Bronx, they have broken into the mainstream. *Ul-
timately, it just takes people asking the right questions and being willing to
be forward-thinking,” Leanhardt says.”
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You are a helpful assistant.

A2 SR . R

label for the entire group,

are about.
Make the label 2-3 words, max. Be
descriptive but not too broad.

AN RS A

being
sure to concisely capture what they

you a large set of notes about
sentences in news articles that I
wrote down.
Here are the notes:

{labels}

Please summarize them, focusing on the
common discourse role each sentence

plays, based on the notes. Ignore
the topic.
Summarize them with a single, specific

I:.@E Please return just one label and one
\ description.
F.
zﬂﬁ?ﬂﬁ%q&lﬁlﬁiﬂ Make it in this format: ‘¢‘"Label”:
Description ¢ ¢
I will give
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You are a helpful assistant. I will give
you a notes about different writing
elements.

Here are the notes:
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{labels}

Please summarize them with one label,
focusing on the common discourse

role each element plays, ignoring
the topic.
Summarize them with a single, specific

label for the entire group,
concisely capturing what they are
about.

Make the label 2-3 words, max. Be
descriptive but not too broad.
Please return just one label and one

description.

Make it in this format:
Description ““*¢

ceen apel ™

D.3  AFEARBIE RS A

BEHR R T IR B B R AR AR 5 AR 11
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I am trying to find good examples to use
for demonstrating a label.
Here is the label: {label}. The
definition for the label is: {
definition}.

Here are a large set of examples I have,
alone with notes for each one:

[Start Examples]

{examples}

[End Examples]

Some examples are bad. Please choose 4
examples that best represent this
label. Try to pick diverse ones.

Return the examples and the notes, and
copy them fully.

Return as a json. Be careful to format
the quotes correctly.

XA R A A AR - A 1 B E
SO A EARES . BRI 5 BT AR E
B BT UEE, A= aiail oyt 1
DEPE fi 53 ) TR TR 25 o

I will give you a social media post and
a single sentence from that post.
Your goal is to assign a label to that
sentence with a general discourse
role that best describes it’s
purpose in the overall script.
Each sentence also includes some notes I
took about the very specific
discourse role it plays, you can use
them if it’s helpful.

Choose from this list:
{discourse_labels}

Do NOT return any labels NOT in that
list. Here are some shortened

examples:
{examples}

i i

Now it’s your turn. Here is a social
media post:

¢¢¢“{full_document}*‘*‘*

What discourse role is this sentence in
it serving?

Sentence: ‘‘‘{sentence}‘‘‘
Notes: “‘‘{notes}‘‘‘
Answer:
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Look at the clean HTML of this
newsletter.

Please separate the blocks of text into
news content corresponding to each
individual 1link.

This includes all the context
surrounding the links.

Exclude links that do not pertain to
news content.

The same text can be included in
different chunks if it is relevant
to a link.

Try to include all text in at least one
chunk.

If a line doesn’t end with a period,
please add one.

Do not change the text otherwise,

way .

Ignore text that is boilerplate and not

related to news content.

in any

Return a python dictionary mapping the
link to each chunk of text. Don’t
return anything else. Copy the text
exactly.

‘:({html}(x;
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Label

sentence

Introductory Elements

Introductory Elements

Engagement Directive
Introductory Elements

Introductory Elements

Boston’s streets are changing.

A growing number of them have bike lanes meant to protect bi-
cyclists, slow down drivers, reduce the risk of crashes, and ulti-
mately get more people to feel comfortable biking

The city is aiming to expand the bike lane network so that half
of residents live within a 3-minute walk of a safe and connected
bike route by the end of next year.

The theory is that if there is a safe path for biking, more people
will take it, in turn reducing climate change-causing emissions,
traffic deaths, and mind-numbing congestion.

But challenges remain.

Many projects face vocal opposition to ceding valuable street real
estate to bikes.

And other issues, such as the prevalence of large trucks, and lin-
gering gaps in the bike network, make biking more dangerous
than most would like.

Table 6: 47 A 41 T AIARAEY Instagram 573 i

Label

sentence

Introductory Elements

Event Narration

Global upheaval has once again increased America’s geopolitical
importance.

This years election campaign will shape the direction of U.S. pol-
icy.

It is thus being closely watched around the world.
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Label

sentence

Introductory Elements

Logan Edra, a 21-year-old American B-Girl, said the Olympics
could provide young girls with a vision of the future.

"Any type of representation is going to help people see what is
possible."

Table 8: — ™A A1) TGRSR B

Label

sentence

Event Narration

Engagement Directive
Introductory Elements

Disney began laying off thousands of staff members, its second
round of layoffs, to save $ 5.5 billion in costs and cut 7,000 jobs.
Employees at ESPN, Disney Entertainment, Disney Parks, and
Experiences and Products will also be affected.

A third round of layoffs is expected before summer.

Meanwhile, Insider’s employees went on strike after about 10 %
of its staff was laid off.

Staffing cuts have also affected Buzzfeed, NPR, and other news
organizations.
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Original News Article

There’s overwhelming support for an age limit on the president and Congress, but it won’t
happen anytime soon. Polling by Insider and Morning Consult indicates that three in four
Americans favor an age limit for members of Congress. More than four in 10 viewed the
ages of political leaders as a "major" problem. Some lawmakers are concerned that politics
has become a gerontocracy, and the country’s oldest politicians have not just the incentive to
stick around but the power to remain entrenched. The seniority system, a campaign-finance
system that favors incumbents, gerrymandered congressional districts, and the ability to
continue to seek office indefinitely are mechanisms that members of Congress are most
eager to discuss. Age limits are not on the table, and Congress’ youngest and oldest law-
makers seem to agree. The country’s power class is also aging across the board; the current
Congress is the oldest in the nation’s history. At the start of the latest Congress, in Jan-
uary 2021, baby boomers controlled roughly 56 % of the seats in both chambers despite
representing approximately just 21 % of the US population. Some lawmakers reflect on an
underlying system that prioritizes tenure and seniority over other potential measures of po-
litical acumen, generating a political leadership that skews older. Term limits offer another
potential solution, though that too would require going through the arduous constitutional-
amendment process."

Target Labels: Engagement Directive, ContextuallDetails, Introductory Elements, Introduc-
tory Elements, Event Narration

Engagement Directive Many are calling for a constitutional amendment to set a manda-
tory retirement age for lawmakers, citing the need for fresh per-
spectives and a more diverse range of experiences in Washington.

Contextual Details Additionally, the proposed age limit aims to address concerns that
the current age distribution in Congress may hinder its ability to
effectively represent the diverse needs and values of the younger
generation.

Introductory Elements Despite the widespread support, opponents argue that imposing
an age limit would violate the constitutional principle of equal
protection, as it would unfairly target a specific group based on
age.

Introductory Elements Despite the ongoing debate, polling suggests that three in four
Americans support an age limit for members of Congress, with
over four in 10 viewing the ages of political leaders as a major
problem.

Event Narration A recent poll has found that three in four Americans favor an age
limit for members of Congress, with over four in 10 viewing the
ages of political leaders as a "major" problem.

Table 10: RFI4A K # 1
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Original News Article

Are robot waiters the future? Some restaurants think so. MADISON HEIGHTS, Mich.
(AP) 2014 You may have already seen them in restaurants: waist-high machines that can
greet guests, lead them to their tables, deliver food and drinks and ferry dirty dishes to the
kitchen. Some have cat-like faces and even purr when you scratch their heads. But are
robot waiters the future? 1t2019s a question the restaurant industry is increasingly trying
to answer. Many think robot waiters are the solution to the industry2019s labor shortages.
Sales of them have been growing rapidly in recent years, with tens of thousands now gliding
through dining rooms worldwide. Dennis Reynolds, dean of the Hilton College of Global
Hospitality Leadership at the University of Houston, says, There’s no doubt in my mind that
this is where the world is going. The school’s restaurant began using a robot in December,
and Reynolds says it has eased the workload for human staff and made service more efficient.
However, others say robot waiters aren’t much more than a gimmick that have a long way to
go before they can replace humans. They can’t take orders, and many restaurants have steps,
outdoor patios and other physical challenges they can’t adapt to. Redwood City, California-
based Bear Robotics introduced its Servi robot in 2021 and expects to have 10,000 deployed
by the end of this year in 44 U.S. states and overseas. Shenzen, China-based Pudu Robotics,
which was founded in 2016, has deployed more than 56,000 robots worldwide. Li Zhai,
owner of Noodle Topia in Madison Heights, Michigan, says the robots give human servers
more time to mingle with customers, which increases tips. And customers often post videos
of the robots on social media that entice others to visit. But not all chains have had success
with robots. Chili’s introduced a robot server named Rita in 2020 and expanded the test
to 61 U.S. restaurants before abruptly halting it last August. The chain found that Rita
moved too slowly and got in the way of human servers. Eventually, experts expect that a
certain percentage of restaurants maybe 30 % will continue to have human servers and be
considered more luxurious, while the rest will lean more heavily on robots in the kitchen
and in dining rooms.

Target Labels: Event Narration, ContextuallDefails, Event Narration, Engagement Direc-
tive, Event Narration

Event Narration Robot waiters are here to stay, and their presence is redefining the
future of the restaurant industry.
Contextual Details The innovative technology, first introduced at a Michigan restau-

rant, has been gaining popularity worldwide, as they bring effi-
ciency, convenience, and a touch of novelty to the dining experi-
ence.

Event Narration Robot waiters are increasingly being adopted by restaurants
worldwide, offering benefits such as reduced labor costs, im-
proved accuracy, and enhanced customer engagement.

Engagement Directive As the technology continues to evolve, we can expect to see robot
waiters becoming more sophisticated, with advanced navigation
systems and the ability to learn and adapt to individual customers’
preferences.

Event Narration With the potential to transform the dining experience, robot wait-
ers are being hailed as a game-changer in the industry, enabling
restaurants to adapt to changing consumer preferences and im-
prove overall efficiency, as well as providing a unique and enter-
taining experience for customers.
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Original News Article

Don’t fool yourself: Billions more needed to protect tropical forests, warns new report. At
least $ 130bn a year is needed to protect the most at-risk areas of tropical forest by the end of
the decade, alongside reductions in beef and dairy consumption and government bans on de-
forestation, a thinktank has warned. Currently, finance to protect forests averages between
$ 2bn and $ 3bn a year. The report estimates that eliminating the economic incentive to de-
stroy forests for cattle ranching, agriculture and other uses would cost at least $ 130bn a year.
The money could come from carbon markets, wealthy governments and philanthropists, but
there must also be urgent actions such as a ban on clearing forests, developing businesses
that rely on standing forests and reducing demand for commodities linked to deforestation,
such as palm oil, soya, beef and cocoa. Lord Turner, a former head of the CBI and ex-chair
of the UK government’s Committee on Climate Change, warned that governments should
not delude themselves about the scale of the challenge, and that robust quantification of
what you spend and what you get is much more difficult than anywhere else. Land use
change is the second largest source of human greenhouse gas emissions, with deforestation
accounting for about 15 % of the total. It is also a major driver of biodiversity loss and
ecosystems degradation, and has continued at a relentless pace despite scientific warnings
that ecosystems such as the Amazon could soon collapse.

Target Labels: Event Narration, Event Narration, Event Narration, ContextualiDetails,
Event Narration

Event Narration The new report emphasizes that protecting tropical forests is cru-
cial for mitigating climate change, preserving biodiversity, and
supporting local communities, but it requires a significant in-
crease in funding to achieve these goals.

Event Narration A significant increase in funding of at least $ 130 billion annually
by the end of the decade is necessary, alongside reductions in beef
and dairy consumption and government bans on deforestation, to
effectively protect the most at-risk areas of tropical forest.

Event Narration This funding increase is essential to protect the most at-risk areas
of tropical forest, which are currently under threat due to eco-
nomic incentives driving deforestation.

Contextual Details Currently, finance to protect forests averages between $ 2bn and
$ 3bn a year, which is a tiny fraction of the estimated $ 130bn
needed annually.

Event Narration Accordingly, the report warns that current funding levels are in-
sufficient, and drastic measures are needed to address the issue.
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Sentence

Superset Discourse Label

Tina McMahon-Foley is now celebrating her
30th year as a naturalist for Cape Ann Whale
Watch (@capeannwhalewatch).’,

But the story of how she found her way to
Cape Ann begins in her former home in Al-
bany, when she worked as a young science
teacher in the early 1990s.’,

She was watching television one night when
she flipped to the Discovery Channel.’,

"What came next — a whale documentary, a
drive to Massachusetts, a scientist’s admira-
tion of her gumption — stick with her today.",

On a recent trip, she appeared just as excited
to see a whale as she was the first day that
scientist, Roger Payne, sent her to sea.’,

As a calf breached near the ship, she spoke
into the mic to those on board: "Have you
caught your breath yet?’

"Main Event": This sentence directly de-
scribes a primary event, noting a milestone in
Tina McMahon-Foley$ career as a naturalist,
which is the focal point of the document.’,
"Previous Event": This sentence describes
a specific event that occurred before Tina
McMahon-Foley became a naturalist for Cape
Ann Whale Watch, providing background in-
formation on how she found her way to Cape
Ann.’,

"Previous Event": This sentence describes
a specific event that occurred before Tina
McMahon-Foley became a naturalist for Cape
Ann Whale Watch, providing context and
background information on how she discov-
ered her interest in whales.’,

"Consequence": This sentence describes a se-
ries of events that directly succeeded a previ-
ous event (watching the Discovery Channel)
and had a lasting impact on the subjects life,
shaping her current situation as a naturalist.’
"Anecdotal Event": This sentence describes
a specific, personal experience of Tina
McMahon-Foley that illustrates her enduring
passion for whale watching, adding an emo-
tional and relatable aspect to her story.’,
"Anecdotal Event": This sentence describes a
specific, personal moment in Tina McMahon-
Foley$ experience as a naturalist, which is
used to illustrate her enthusiasm and passion
for her work, rather than to advance the main
narrative of her 30-year career.’,
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